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Abstract 

Our ongoing research project is a system that mediates 

access to heterogeneous multi-media sources while 

considering the quality of service to clients. Several 

intermediate mediator components are involved in the 

delivery of data. One of the mediators is responsible for 

assuring the quality of presentation of the mediated 

information. In this paper, we present the algorithm used to 

elect this global-mediator. 

1. Introduction 

Modern information systems often comprise many 
interconnected subsystems that come together to share 
complex data.  These subsystems, each housed in an 
individual function, business unit, region, factory, office or 
organization, come together to share domain-specific data.  
An example of such a system is one that integrates financial 
and accounting information, human resource information, 
supply chain information and customer information [1].  
Others include systems that integrate geographical data [13, 
14] and securities information [15]. 

The heterogeneous nature of the multiple sources in 
these systems does frustrate the promise of seamless 
integration of information [1]. The heterogeneity among the 
client devices that access these sources requires that special 
attention is paid to their individual Quality of Service 
(QoS) requirements in the delivery of information.   

With varying client devices, recently more of which are 
mobile, users have access to a wide range of multimedia 
data. These multimedia data, used for applications which 
can be either presentational or conversational [10], require 
the monitoring of QoS parameters.  These parameters 
which could be performance oriented, format oriented, 
synchronization oriented or monetary oriented, all influence 
the presentation of multimedia data to the user [10]. 

There are several scenarios where a user might need 
mediated access to multimedia data from heterogeneous 
sources.  In an ambulatory environment, for instance, a 
physician might need to retrieve a patient’s medical record.  
These medical records, in forms such as images, video or 
text may be housed in various organizational units.  The 
physician will need the information delivered to whatever 
client device they have at the time.  This could range from a 

desktop computer to a PDA with a wireless connection.  
Prior to delivery, related data would need to be integrated. 

There is a need for architectures that deal with the 
heterogeneity of information received from diverse 
resources [17].  Architectures that provide a value-added 
service to higher level applications by abstracting, 
transforming and integrating matching data [19] while 
dealing with various QoS issues that might include the 
intermittent connection associated with mobility [20].   

Mediators [22, 23] are typically employed in a situation 
where the client data model does not coincide with the data 
model of the potential data sources. They are facilitators 
that search for likely resources and ways to access them 
[22, 23]. Although many mediator systems have been 
proposed for a variety of applications, a major problem 
often encountered is how to seamlessly query, integrate and 
present data from heterogeneous data sources. 

Our approach to enabling high quality access is to build 
a layered framework of mediators [6, 21].  Low-layer 
mediators connect to the actual data sources; the middle-
layer mediators provide a logical schema for integrated 
information while the top-layer mediators deal with the 
presentation of mediated information to applications. 

In this paper we describe the algorithm used to elect the 
global-mediator. The global-mediator plays a key role in 
our mediation architecture by being the conduit through 
which the results of a query are sought and integrated. It 
also plays a vital part in meeting some the QoS 
requirements. Our algorithm is derived from a ring election 
algorithm [5]. The paper is organized as follows; Section 2 
briefly describes our three-layer architecture.  Section 3 
presents the ring election algorithm, section 4 describes our 
election algorithm. Section 5 contains related work and 
section 6 summarizes the paper. 

2. The Three-layer Mediation Architecture 

Here we briefly describe the three-layer architecture, it 
useful in order to fully understand the concept of the global 
mediator.  Our mediation architecture [6, 21] is based on 
three layers of mediation; presence, integration and 
homogenization. Within this architecture, we differentiate 
between three kinds of mediators.  They are the presence-
mediators in the presence layer, the mediator-composers in 
the integration layer, and mediator-connectors in the 
homogenization layer. This concept of the three-layers 
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constitutes a logical but not physical separation of 
mediators.  Our system has been designed to give a high 
degree of autonomy to the data sources.  This gives the data 
stores the freedom to join and leave the federation of 
mediated databases as they wish.  This also allows the 
individual data stores to modify, maintain their content and 
schemas independently.  The system thus exhibits a 
behaviour that is similar to peer-to-peer (P2P) architectures. 

2.1. The Presence Layer 

The high-level goal of the presence layer is acceptance 
of requests (queries) from clients and the presentation of 
the results of those queries.  The intermediate level goal of 
this layer is to make sure the quality of service (QoS) 
criteria of these requests is met [6, 21].  The main steps 
taken to achieve this include the monitoring and advertising 
the QoS parameters of the client/query, the election of a 
global-mediator for the query, and other synchronization, 
performance and format oriented QoS functions [21].    The 
data interchange language between our mediators is XML.  
Queries are converted to XML in the presence layer before 
the search; results are converted back from XML to the 
desired format in this layer. 

2.2. The Integration Layer 

The mediators in this layer are the means for the 
discovery of other mediator. Thus the existence of a 
mediator-composer on a device is vital to achieve 
interconnection with other mediators [21].  The 
decomposition of a query, its distribution (search) and 
integration of the results is done at the integration layer.  
Due to the dynamic nature of the topology and the 
autonomy of the sources, the path from the client to the 
data stores cannot be static but must be dynamically 
constructed during the search. This dynamic construction 
also allows the mediators to form a path that best meets the 
QoS requirements of the client. 

2.3. The Homogenization Layer 

The third layer, homogenization, is where connection to 
the data sources is established. Data from these 
heterogeneous data source and their schemas are converted 
from their individual formats to a common data language of 
the mediators. The mediators in this layer act as 
wrappers/interfaces to the data sources.  Unlike the other 
mediators, mediator-connectors only exist when there is an 
associated data store [21].   

2.4. The Global-Mediator 

When a client has a user request, the presence-mediator 
for that client, amongst some of its other presence layer 
functions, will elect a special kind of mediator-composer 

called the global-mediator. This global-mediator will be 
responsible for the particular query for which it was 
elected.  It will be responsible for composing the path from 
the client to the data sources that represents the tree for the 
composition of the query result.  A new global-mediator is 
elected for every new request based on predefined QoS 
criteria.  By new request we mean any request that is not 
associated with a previous request.  In the event that a 
global-mediator fails, another mediator-composer is elected 
to replace it. This particularly useful for dealing with the 
intermittent connection associated with mobility [21]. 
Figure 1 helps to illustrate our architecture. 

Figure 1: Three-layer architecture 

3. The Ring Election Algorithm 

This election algorithm [5] is based on the use a ring.  It 
assumes logical or physical process (computing entity) 
ordering so that each process knows it successor.  When a 
process notices that its coordinator is no longer functioning, 
it builds an ‘election’ message.  It inserts its own process 
number in the message and sends the message to its 
successor.  If the successor is down, it goes to the next 
member along the ring.  Before each processor sends the 
election message to its successor, it appends its own 
process number to the list, making itself candidate.  The 
election message eventually gets back to the initiating 
process.  This process then changes the message to 
‘coordinator’ and the message is circulated once again, this 
time to inform everyone who the coordinator is.  The 
coordinator is the list member with the highest number.  
Figure 3 illustrates the algorithm. 
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Figure 3:  The ring election algorithm

4. Electing the Global-Mediator 

At the inception of a client request, the presence-
mediator goes through the process of electing a mediator-

composer to be the global-mediator for that request.  This 
is in order to find the best possible mediator-composer to 
serve the request.  Selection criteria are QoS parameters 
such as available bandwidth, processing power, network 
traffic and load.  The elected mediator will be the one that 
best meets the required QoS criteria.  Because our 
architecture is dynamic and distributed, that is, lacks central 
control or coordination, the selection of global-mediator

needs to be dynamic. 
Our election algorithm is based on the ring election 

algorithm [5] with some modifications.  The ring algorithm 
is suitable because it assumes logical ordering of processes 
and that this forms the basis for election message 
circulation.  Like the ring algorithm, our algorithm 
circulates an election message. Also, the initiator of the 
election is a candidate for the election.  Note that, it is the 
presence-mediator that initiates the election and only 
mediator-composers can play the role of global-mediator.
However, for a presence-mediator to exist there has to be a 
mediator-composer on the same device (section 2.2). So, 
when a presence-mediator initiates an election, its 
mediator-composer becomes a candidate.  This ensures that 
at least there is one candidate and that a global-mediator is 
always elected. 

One of the modifications to the ring algorithm is that 
our algorithm does not send a coordinator message.  
Whereas the elected mediator-composer will coordinate the 
search for and integration of results from other mediator, it 
does not serve as a leader, in the real sense, to the election 
participants. 

Unlike the election message of the ring algorithm that 
contains a list, our election message contains two variables, 
V and k. V contains the heights of the participants and k is a 
hop count.  So, when a node i receives an election message, 
it adds heighti to V.  The height of each node is a 4-tuple (i, 

i, i, i).  The first component i, is the id of the node, the 

remaining three component are values that represent the 
device’s bandwidth, processor speed and load.  These tree 
components constitute the quality factor of i.  There are 
various ways to calculate these values, of which is outside 
the scope of this paper.  When the election message gets 
back to the initiator, the quality factor from all the heights 
in V are lexicographically compared and the node with the 
highest is elected.  It is from V that the next best candidate 
is picked to replace the global-mediator in the event of 
failure (section 2.4) of the global-mediator. The order of 
the components in the quality factor can be rearranged 
depending on which component is deemed the most 
desirable QoS parameter for the application.  In the quality 

factor above, bandwidth of the nodes is the most important 
component and load is the least important.  Although here 
three components comprise the quality factor, in practice, 
more QoS variables can comprise the quality factor.

The hop count k is used to prevent the election message 
from traveling perpetually through the network.  This 
count, which is set arbitrarily, does constitute a draw back 
to the algorithm.  This is because it sets a ceiling to the 
number of nodes that can take part in the election, thus the 
“best” node may not get to take part in the election. 

The pseudocode below summarizes the algorithm.  We 
explain the following variables: 

• initiator : the id of the node which started the election 
• gm : the id of the node which is elected as global 

mediator 
• next : the id the neighbor of i to which i sends the 

election message 
• N : the set of ids of neighbors known to i
• sender: the id of the node from which the election 

message was received 

A. When node i receives an election message: 
1. if initiator = i then 
2. gm = j such that x = max{( j, j, j) |  j ∈

V}
3. else 
4. V = {V } ∪ {(i, i, i, i)}
5. k = k – 1 

B. When node i is ready to send election message to the 
next node 

1. if k = 0 then 
2. next = initiator

3. else 
4. next = x such that x ∈ N and x ∉ V

5. next = initiator

The condition (x ∉ V) in step 4 of Part B is used to prevent 
looping election messages.  That is, i will not send the 
election message to a node that has already been visited.  In 
the event that all the neighbors of i have been visited, the 
election message is sent to the initiator (step 5)
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5. Related Work 

A lot of work has been done on mediation systems [4, 
16, 18, 12, 9, 8, 7].  Some of these architectures are 
centralized and as such, all search and integration is done 
through a single mediator.  Some are distributed [9, 16, 18] 
and mediators are able to access and communicate with 
each other in coordinating search and integration.  None of 
the works known to us employs the concept of dynamically 
electing a mediator, based on some QoS criteria, to play a 
central role in serving a request. 

The idea of electing a capable node is similar to the 
concept of super-peers [11] in peer-to-peer (P2P) networks.  
In certain P2P networks, the disparity between peer 
capabilities is being exploited [1, 3] by selecting more 
capable peers (super-peers) to play special or additional 
roles in the network.  Although it is thought that these 
super-peers are appointed by a central server, the 
algorithms used for selecting these peers are proprietary 
[11]

6. Conclusion 

We presented an algorithm for electing a global-
mediator in distributed mediation architecture.  The 
algorithm fulfils the need to dynamically elect a mediator 
based on some desired QoS criteria. It ensures that there is 
always a global-mediator for every request.  The hop count 
is a limitation of the algorithm because it sets a ceiling to 
the number of nodes that can take part in the election and 
thus the “best” node may not be considered in the election. 
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